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Image Interpolation 
 
Interpolation is a basic tool used extensively in tasks such as 
zooming, shrinking, rotating, and geometric corrections. 
 
Fundamentally, interpolation is the process of using known data 
to estimate values at unknown locations.  
 
For example, we want to resize an image of size 500 500´  pixels to 
750 750´ pixels. To perform intensity-level assignment for any 
point in the overlay, we look for its closest pixel in the original 
image and assign its intensity to the new pixel in the 750 750´ grid. 
This method is called nearest neighbour interpolation. 
 
A more suitable approach is bilinear interpolation, in which we 
use the four nearest neighbours to estimate the intensity at a given 
location. 
 

Let ( , )x y  denote the coordinates of the location to which we want 

to assign an intensity value, and let ( , )v x y  denote that intensity 
value. For bilinear interpolation, the assigned value is obtained 
using the equation 
 

( , )v x y ax by cxy d= + + + ,   (2.4-6) 
 

where the four coefficients are determined from the four equations 
in four unknowns that can be written using the four nearest 
neighbours of point ( , )x y .  
 
The next level of complexity is bicubic interpolation, which 
involves the sixteen nearest neighbours of a point: 
 

3 3

0 0

( , ) i j
ij

i j

v x y a x y
= =

= åå ,    (2.4-7) 
 



GACS-7205-001 Digital Image Processing                                         Page 
(Fall Term, 2022-23) 
 

49 

where the sixteen coefficients are determined from the sixteen 
equations in sixteen unknowns that can be written using the 
sixteen nearest neighbours of point ( , )x y . 
 
Example 2.4: Comparison of interpolation approaches for image 
shrinking and zooming. 
 

 
 

It is possible to use more neighbours in interpolation, and there 
are more complex techniques. 
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2.5 Some Basic Relationships between Pixels 
 
Here, we consider some important relationships between pixels in 
a digital image. 
 
Neighbours of a Pixel 
 
A pixel p at coordinates ( , )x y  has four horizontal and vertical 
neighbours: 
 

( 1, ),  ( 1, ),  ( , 1),  ( , 1)x y x y x y x y+ - + - . 
 

This set of pixels is called the 4-neighbuors of p, and denoted by 
4( )N p . 

 
The four diagonal neighbours of p are 
 

( 1, 1),  ( 1, 1),  ( 1, 1),  ( 1, 1)x y x y x y x y+ + + - - + - - , 
 

and are denoted by ( )DN p . 
 
Adjacency, Connectivity, Regions, and Boundaries 
 
Let V  be the set of intensity values used to define adjacency. In a 
binary image, { }1V = if we are referring to adjacency of pixels 
with value 1 .   
 
In a gray-scale image, set V  typically contains more elements. 
For example, with a range of possible intensity values 0  to 255 , 
set V  could be any subset of these 256  values. 
 
Consider three types of adjacency: 

 

(a) 4-adjacency. Two pixels p and q with values from V  are 
4-adjacency if q is in the set 4( )N p . 
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(b) 8-adjacency. Two pixels p and q with values from V  are 
8-adjacency if q is in the set 8( )N p . 

 

(c) m-adjacency (mixed adjacency). Two pixels p and q with 
values from V  are m -adjacency if 
(i) q is in the 4( )N p , or 

(ii) q is in the ( )DN p and the set 4 4( ) ( )N p N qÇ  has no 
pixels whose values are from V . 

 

Mixed adjacency is a modified of 8-adjacency. 
 

 
 

For example, consider the arrangement shown in Figure 2.25 (a) 
for { }1V = . 
 
The three pixels at the top of Figure 2.25 (b) show ambiguous 8-
adjacency, which is removed by using m-adjacency, as shown in 
Figure 2.25 (c). 
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A path from pixel p with coordinates ( , )x y  to pixel q with 

coordinates ( , )s t  is a sequence of distinct pixels with coordinates 
 

0 0 1 1( , ),  ( , ),  , ( , )n nx y x y x y , 
 

where 0 0( , ) ( , )x y x y= , ( , ) ( , )n nx y s t= , and pixels ( , )i ix y  and 

1 1( , )i ix y- - are adjacent for 1 i n£ £ . n  is the length of the path. 

If 0 0( , ) ( , )n nx y x y= , the path is a closed path. 
 
We can define 4-, 8-, or m-paths depending on the type of adjacency. 
The path shown in Figure 2.25 (b) between the top right and bottom 
right points are 8-paths, and the path in Figure 2.25 (c) is an m-path. 
 
Let S  represent a subset of pixels in an image. Two pixels p and q 
are said to be connected in S  if there exists a path between them 
consisting entirely of pixels inS . If it only has one connected 
component, set S  is called a connected set. 
 
Let R  be a subset of pixels in an image.  We call R  a region of the 
image if R  is a connected set. 
 
Two regions, iR  and jR  are said to be adjacent if their union forms 
a connected set. Regions that are not adjacent are said to be disjoint. 
 
The two regions (of 1s) in Figure 2.25 (d) are adjacent only if 8-
adjacency is used. 
 
Suppose that an image contains K disjoint regions, kR , 1,2,...,k K= , 
and none of which touches the image border. Let uR  denote the union 
of all the K  regions, and let ( )cuR  denote its complement. We call all 

the points in uR  the foreground, and all the points in ( )cuR  the 
background of the image. 
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The boundary (also called the border or contour) of a regionR  is the 
set of points that are adjacent to points in the complement ofR . 
 
Again, we must specify the connectivity being used to define 
adjacency. For example, the point circled in Figure 2.25 (e) is not a 
member of the border of the 1-valued region if 4-connectivity is 
used between the region and its background. 
 
As a rule, adjacency between points in a region and its background 
is defined in terms of 8-adjacency to handle situations like above. 
 
The preceding definition is referred to as the inner border of the 
region to distinguish it from its outer border, which is the 
corresponding border in the background. 
 
This issue is important in the development of border-following 
algorithms. Such algorithms usually are formulated to follow the 
outer boundary in order to guarantee that the result will form a 
closed path. 
 
For example, the inner border of the 1-valued region in Figure 2.25 
(f) is the region itself. 
 
If R  happens to be an entire image, then its boundary is defined as 
the set of pixels in the first and last rows and columns of the image. 
This extra definition is required because an image has no neighbours 
beyond its border. 
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Distance Measures 
 
For pixels p , q , and z , with coordinates ( , )x y , ( , )s t , and ( , )v w ,   
D is a distance function or metric if 
 

(a)  ( , ) 0D p q ³  ( ( , ) 0D p q =  iff p q= ) 
 

(b) ( , ) ( , )D p q D q p= , and 
 

(c)  ( , ) ( , ) ( , )D p z D p q D q z£ +  . 
 

The Euclidean distance between p  and q  is defined as 
 

[ ]1/22 2( , ) ( ) ( )eD p q x s y t= - + - .  (2.5-1) 
 

The 4D distance (called the city-block distance) between p  and q  is 
defined as 
 

4( , ) | | | |D p q x s y t= - + - .   (2.5-2) 
 

Example: the pixels with 4D  distance 2£  from ( , )x y  form the 
following contours of constant distance: 
 

        2

    2   1   2

2   1   0   1   2

    2   1   2

        2

 

 

The pixels with 4 1D =  are the 4-neighbuors of ( , )x y . 
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The 8D distance (called the chessboard distance) between p  and q  
is defined as 
 

8( , ) max(| |, | |)D p q x s y t= - - .  (2.5-3) 
 

Example: the pixels with 8D  distance 2£  from ( , )x y  form the 
following contours of constant distance: 
 

2   2   2   2   2

2   1   1   1   2

2   1   0   1   2

2   1   1   1   2

2   2   2   2   2

 

 

The pixels with 8 1D =  are the 8-neighbuors of ( , )x y . 
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2.6 An Introduction to the Mathematical Tools Used in Digital 
Image Processing 

 
Two principal objectives for this section: (1) to introduce the 
various mathematical tools we will use in the following chapters; 
(2) to develop a “feel” for how these tools are used by applying 
them to a variety of basic image processing tasks. 
 
Array versus Matrix Operations 
 
An array operation involving one or more images is carried out 
on a pixel-by-pixel basis. 
 
There are many situations in which operations between images 
are carried out using matrix theory.  
 
Consider the following 2 2´  images:  
 

11 12 11 12

21 22 21 22

      
           
and

a a b b

a a b b

é ùé ù ê úê ú ê úê úë û ê úë û
.  

 

The array product of these two images is 
 

11 12 11 12 11 11 12 12

21 22 21 22 21 21 22 22

         

         

a a b b a b a b

a a b b a b a b

é ù é ùé ù ê ú ê úê ú =ê ú ê úê úë û ê ú ê úë û ë û
, 

 

while the matrix product is given by 
 

11 12 11 12 11 11 12 21 11 12 12 22

21 22 21 22 21 11 22 21 21 12 22 22

      +    +

      +    +

a a b b a b a b a b a b

a a b b a b a b a b a b

é ù é ùé ù ê ú ê úê ú =ê ú ê úê úë û ê ú ê úë û ë û
. 

 

We assume array operations throughout this course, unless stated 
otherwise. 
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Linear versus Nonlinear Operations 
 
One of the most important classifications of an image processing 
method is whether it is linear or nonlinear. 
 
Consider a general operator, H , that produces an output image, 
( , )g x y , for a given input image , ( , )f x y : 

 

[ ]( , ) ( , )H f x y g x y= .     (2.6-1) 
 
H  is said to be a linear operator if 
 

[ ] [ ] [ ]( , ) ( , ) ( , ) ( , )i i j j i i j jH a f x y a f x y a H f x y a H f x y+ = +  
( , ) ( , )i i j ja g x y a g x y= + ,  (2.6-2) 

 

where ia , ja , ( , )if x y , and ( , )jf x y are arbitrary constants and images. 
 
As indicated in (2.6-2), the output of a linear operation due to the 
sum of two inputs is the same as performing the operation on the 
input individually and then summing the results. 
 
Example: a nonlinear operation. 
 
Consider the following two images for the max operation: 
 

1 2and  
0   2 6   5

       
2   3 4   7

f f
é ù é ù
ê ú ê ú= =ê ú ê úê ú ê úë û ë û

, 

 

and we let 1 1a =  and 2 1a = - . To test for linearity, we start 
with the left side of (2.6-2): 
 

0   2 6   5 6  3
max (1) ( 1) max 2

2   3 4   7 2  4

- -ì é ù é ù ü ì é ù üï ï ï ïï ï ï ïê ú ê ú ê ú+ - = = -í ý í ýê ú ê ú ê úï ï ï ï- -ê ú ê ú ê úï ï ï ïî ë û ë û þ î ë û þ
. 
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Then, we work with the right side: 
 

0   2 6   5
(1)max ( 1)max 3 ( 1)7 4

2   3 4   7

ì é ù ü ì é ù üï ï ï ïï ï ï ïê ú ê ú+ - = + - = -í ý í ýê ú ê úï ï ï ïê ú ê úï ï ï ïî ë û þ î ë û þ
. 

 

The left and right sides of (2.6-2) are not equal in this case, so we 
have proved that in general the max operator is nonlinear. 
 
Arithmetic Operations 
 
The four arithmetic operations, which are array operations, are 
denoted as 
 

( , ) ( , ) ( , )

( , ) ( , ) ( , )

( , ) ( , ) ( , )

( , ) ( , ) ( , )

s x y f x y g x y

d x y f x y g x y

p x y f x y g x y

v x y f x y g x y

= +

= -

= ´

= ¸

   (2.6-3) 

 

Example 2.5: Addition (averaging) of noisy images for noise 
reduction. 
 

Let ( , )g x y  denote a corrupted image formed by the addition of 

noise, ( , )x yh , to a noiseless image ( , )f x y : 
 

( , ) ( , ) ( , )g x y f x y x yh= +    (2.6-4) 
 

where ( , )x yh  is assumed to be uncorrelated with zero average 
value. 
 
The objective of the following procedure is to reduce the noise 
content by adding a set of noisy images, { }( , )ig x y .  With the 

above assumption, it can be shown that if an image ( , )g x y  is 
formed by averaging K  different noisy images, 
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1

1
( , ) ( , )

K

i
i

g x y g x y
K =

= å ,   (2.6-5) 

 

then it follows that 
 

{ }( , ) ( , )E g x y f x y= ,    (2.6-6) 
 

and 
 

2 2
( , ) ( , )

1
g x y x yK hs s= ,    (2.6-7) 

 

where { }( , )E g x y  is the expected value of g , and 
2
( , )g x ys and 

2
( , )x yhs  are the variances of g  and h , all at coordinate ( , )x y . 

 

The standard deviation (square root of the variance) at any point 
in the average image is 
 

( , ) ( , )
1

g x y x yK hs s= .    (2.6-8) 
 

As K  increases, (2.6-7) and (2.6-8) indicate that the variability of 
the pixel values at each location ( , )x y  decreases. This means that 

( , )g x y  approaches ( , )f x y  as the number of noisy images used in 
the averaging process increases. 
 
Figure 2.26 shows results of averaging different number of noisy 
images to image of Galaxy Pair NGC 3314.  
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Example 2.6: Image subtraction for enhancing differences. 
 
A frequent application of image subtracting is in the enhancement 
of differences between images. 
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As another illustration, we discuss an area of medical imaging called 
mask mode radiography. Consider image differences of the form 
 

( , ) ( , ) ( , )g x y f x y h x y= - .   (2.6-9) 
 

where ( , )h x y , the mask, is an X-ray image of a region of a 
patient’s body captured by an intensified TV camera located 
opposite an X-ray source. 
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Example 2.7: Using image multiplication and division for 
shading correction. 
 
An important application of image multiplication (and division) 
is shading correction. 
 
Suppose that an imaging sensor produces images that can be 
modeled as the product of a “perfect image”, ( , )f x y , times a 

shading function, ( , )h x y : 
 

( , ) ( , ) ( , )g x y f x y h x y= .   
 

If ( , )h x y  is known, we can obtain ( , )f x y  by  
 

( , ) ( , )/ ( , )f x y g x y h x y= .   
 

If ( , )h x y  is not known, but access to the imaging system is possible, 
we can obtain an approximation to the shading function by imaging 
a target of constant intensity. 
 
Figure 2.29 shows an example of shading correction. 
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Set and Logical Operations 
 

Basic set operations 
 

Let A  be a set composed of ordered pairs of real numbers. If 
1 2( , )a a a=  is an element of A , then we write 

 

a AÎ        (2.6-12) 
 

Similarly, if a  is not an element of A , we write 
 

a AÏ        (2.6-13) 
 

The set with no elements is called the null or empty set and is 
denoted by the symbol Æ . 
 
A set is specified by the contents of two braces: { } . For 
example, an expression of the form 
 

{ }| ,C w w d d D= = - Î   
 

means that set C  is the set of elements, w , such that w  is 
formed by multiplying each of the elements of set D  by 1- . 
 

If every element of a set A  is also an element of a setB , then 
A  is said to be a subset of B , denoted as 
 

A BÍ        (2.6-14) 
 

The union of two sets A  and B , denoted by 
 

C A B= È       (2.6-15) 
 

is the set of elements belonging to either A , B , or both. 
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Similarly, the intersection of two sets A  and B , denoted by 
 

D A B= Ç       (2.6-16) 
 

is the set of elements belonging to both A  and B . 
 
Two sets A  and B  are said to be disjoint or mutually exclusive 
if they have no common elements 
 

A BÇ = Æ       (2.6-17) 
 

The set universe, U , is the set of all elements in a given 
application. 
 
The complement of a setA is the set of elements that are not inA : 
 

{ }|cA w w A= Ï      (2.6-18) 
 

The difference of two setsA  and B , A B- , is defined as 
 

{ }| , cA B w w A w B A B- = Î Ï = Ç  (2.6-19) 
 

As an example, we would define cA  in terms of U  and the set 
difference operation: 
 

cA U A= -  
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Figure 2.31 illustrates the preceding concepts. 
 

 
 
 
 
Example 2.8: Set operations involving image intensities. 
 
Let the elements of a gray-scale image be represented by a set 
A  whose elements are triplets of the form( , , )x y z , where x  and 
y  are special coordinates and z  denoted intensity. 
 
We can define the complement of A  as the set 
 

{ }( , , ) | ( , , )cA x y K z x y z A= - Î , 
 

which denotes the set of pixels of A  whose intensities have been 
subtracted from a constant K . The constant K  is equal to 2 1k - , 
where k  is the number of intensity bits used to represent z . 
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Let A  denote the 8-bit gray-scale image in Figure 2.32 (a). 
 
To form the negative of A using set operations, we can form  
 

{ }( , ,255 ) | ( , , )c
nA A x y z x y z A= = - Î  

 

This image is shown in Figure 2.32 (b). 
 
The union of two gray-scale set A  and B  may be defined as the 
set 
 

{ }max( , ) | ,
z

A B a b a A b BÈ = Î Î  
 

For example, assume A  represents the image in Figure 2.32 (a), 
and let B  denote an array of the same size as A , but in which 
all values of z  are equal to 3 times the mean intensity, m , of 
the elements of A . Figure 2.32 (c) shows the result. 
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Logical operations 
 

When dealing with binary images, it is common practice to refer 
to union, intersection, and complement as the OR, AND, and 
NOT logical operations. 
 

Figure 2.33 illustrates some logical operations. 
 

 
 

The fourth row of Figure 2.33 shows the result of operation that 
the set of foreground pixels belonging to A  but not toB , which 
is the definition of set difference in 
 

{ }| , cA B w w A w B A B- = Î Ï = Ç  (2.6-19) 
 

The last row shows the XOR (exclusive OR) operation, which is 
the set of foreground pixels belonging to A  or B , but not both. 
 

The three operators, OR, AND, and NOT, are functionally complete. 


