Measurement Ch.6-1

MEASUREMENT OF PSYCHOLOGICAL CONSTRUCTS

To evaluate hypothesized relationships betweenmadigisychological constructs,
researchers must translate the relevant consiniotsoncrete, observable variables. This is an
essential first step in testing hypotheses agaixtstrnal reality because critical observations
cannot be made without first specifying the varaltio be observed.

Observable variables can be classified along skdengnsions, including: the degree of
control exerted by the researcher and the stattiseofariable as independent or dependent.
With respect to control, nonexperimental or measweagiables are observed passively by the
researcher, whereas experimental or manipulatedblas are directly controlled by the
researcher. Each variable can also be classiéiedlaer an independent variable (i.e., predictor)
or as a dependent variable (i.e., criterion).

These two classifications overlap somewhat. Goitevariables are always measured
(i.e., nonexperimental) variables, such as degreexety, number of words recalled, and
psychiatric diagnosis. Predictor variables, ondtieer hand, can be either measured or
manipulated. Predictors are manipulated (i.ee tndependent or experimental variables) when
the researcher assigns different treatments orittonsl (e.g., study time, instructions) to
subjects, and measured variables when the reseacmines pre-existing or naturally-
occurring differences between subjects (e.g., nreasaf exposure to environmental stressors,
reported spontaneous use of imagery). This chagtgws issues and techniques involved in
measuring psychological constructs, whether thesadependent or dependent variables. A
later chapter examines issues involved in manimgatxperimental independent variables.

BASICSOF MEASUREMENT

Measurement involves the assignment of numberabais to reflect the kind or amount
of some underlying property. In psychological egsh, the units being assessed (i.e., the cases)
are often human participants or other animalstleitases can also be non-living objects (e.qg.,
concreteness of words, number of books in hom&a@dize, behavior of single neurons).
Measurement begins with the development of an tipea definition for the theoretical
construct of interest. Operational definitionsidefconstructs in terms of the procedures used to

measure the constructs. Several meta-theoresmags and criticisms with regard to operational
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definitions are discussed in Chapter 5. This dragésumes that operational definitions and
associated measurements are desirable and despiic techniques for evaluating and
developing psychological measures.

Levels of Measurement

Psychological measures are either numerical ogoatal in nature. Numerical
variables are those in which the measured traiesavith the magnitude of the numbers
assigned to cases. For example, higher scoredest af anxiety (the numerical measure)
indicate greater amounts of anxiety (the underlygogstruct) than do lower scores; similarly, the
greater the number of words recalled (the numenasure) the greater the memory (the
underlying construct). General types of numen@alables include: frequency measures (e.g.,
number of words recalled, number of arguments loyplas), latency measures (e.g., reaction
time to name pictures or words, duration of behavoy mood states), and intensity or strength
measures (e.g., magnitude estimation of stimuliensity, rated liking for a person). Ratings
using numerical scales (e.g., 1 to 7) are sometrefesred to as Likert scales.

Psychological studies also involve variables thatcategorical rather than numerical.
Categorical variables involve classification ofesgto distinct groups that usually vary along
several (perhaps unspecified) dimensions, ratfzr #hsingle quantitative dimension. For
example, researchers interested in the predictidepression would classify people as
depressed or not depending on the presence of aaimal number of symptoms. On the
predictor side, such categorical variables as alasittus, attachment style, and psychiatric
diagnosis are common in psychological research.

Although numbers might be used to label the legélsategorical variables, especially
when there are numerous classes (e.g., psychigaoses), the numbers have limited
guantitative meaning and simply provide conveniabéls for the distinct groups. Effective
categorical variables, especially if they involubte distinctions, require considerable attention
to the definition and labelling of categories, tlevelopment of coding schemes for responses,
and clear rules for classification of behaviors.

The boundary between categorical and numericahlbbas can be fuzzy. In the case of

depression, for example, some researchers assiggsseflecting the degree of depression (a
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numerical variable), whereas others label peopldiai€ally depressed or not (a categorical
variable) or define different types of depressidine distinction is also fuzzy because categories
often play an important role in the constructiomaferical variables. For example, frequency
counts of different classroom behaviors requireqadee definitions of on-task, out-of-seat, and
other classes of behavior that are to be countedébgbservers.

Numerical variables can be further divided inteethfiner types, called ordinal, interval,
and ratio scales. These narrower categories &enti@eed by which properties of numbers apply
to the scale. Ordinal scales only consider therooflnumbers; that is, a score of 8 indicates
more of the variable than does 6 which in turneates more than 4. Interval scales involve the
magnitude of differences between numbers; thahésdifference between scores of 8 and 6 on
the scale is the same as the difference betweed 8.aRatio scales add an absolute difference
which permits assertions that scores of 8 reflettd as much of the trait as scores of 4. These
finer distinctions will not be considered here, poti may come across them in articles or books
on methods and statistics. For example, somenyi@igue that parametric statistics (e.g., t-test,
ANOVA) should only be performed on interval or catlata and that nonparametric statistics
(e.g., sign test, Wilcoxen) should be used formatidata.

Types of Measures

Psychologists have been creative in the developofaneasures for theoretical
constructs, and there is no neat taxonomy (i.assdication system) for the diverse measures
that have been developed. Nonetheless, severataj@ategories can be used to classify
different psychological measures. Such a listiogsdnot preclude the use of alternative
methods. Scientific advances often depend onekieldpment of novel ways to measure
theoretical constructs, so do not be constraingthéyollowing taxonomy. Any effort spent
trying to think of new ways to measure construdtshve well rewarded!

Self-report measuresMany psychological measures fall under the gerfezatling of
self-reports. The essential characteristic ofsgbrt measures is that subjects are asked to
report directly about internal psychological staiesraits. Personality tests and attitude scales
ask people whether statements are true for theesédvg., | often act without thinking, 1 would

be disturbed if one of my relatives married anmaéperson). Many questionnaires and surveys
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also fall into this category, asking people to medout internal states or events in their lives
(e.g., My mother was very strict with me, | voted the Conservatives in the last election).

Self-reports are also used by cognitive researdbevbtain convergent measures of
inferred mental events (e.g., indicate whetheradrypu had a mental image when you studied
each of the following words during learning) oretxclude subjects who might have seen through
the purpose of the study (e.g., did you expecsthprise memory test). Many standardized tests,
surveys, questionnaires, attitude scales, and sweoself-report instruments.

Ratings by others.Psychologists often ask respondents who are fammiiia the subject
to provide ratings. With children, for examplergras or teachers might be asked to rate or
classify children with respect to sociability, aggsion, or some other psychological dimension.
There are a variety of rating instruments that Haaen developed especially for this purpose and
for which norms are available. Conners, for exanpas developed parent and teacher scales to
rate various psychopathologies common in childhsadh as attention-deficit-hyperactivity
disorder (ADHD) and conduct disorder.

One variant of the rating method that has been usddvelopmental, educational, and
clinical research with children is the peer nomatechnique. Respondents familiar with a
group of individuals (e.g., children in their clpase asked to identify (i.e., nominate) those
children who best represent some particular cayegfochildren (e.g., liked children, disliked
children, aggressive children). Each person'sesisothe number of individuals nominating
them; for example, the number of children identifya particular student as aggressive or as
likeable.

Objective testsStandardized or objective tests provide anothet &f frequently used
measure, especially in cognitive domains. Matherabkaptitude, reading ability, general
intelligence, imagery ability, language comprehensschool achievement tests, motor skills,
and diverse other cognitive constructs can be ssddsy objective tests in which respondents
complete multiple items relevant to the domain geiesessed. There are correct answers for the
guestions and scores are the number of items ¢op&cTentages, or other scores based on
number correct (e.g., number correct minus pergenté number incorrect to adjust for

guessing).
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Laboratory measuresln addition to the paper-and-pencil tests jusicdeed,
psychologists in such areas as physiology, pemmeptiognition, and abnormal often use physical
equipment to obtain measures related to varioushgdggical traits. Physiological measures
include various brain imaging methods (e.g., etesticephalogram or EEG, magnetic resonance
imaging or MRI scans), biochemical measures (guantities of neurotransmitters), and activity
of the peripheral nervous system (e.g., muscladahs

Experimental researchers in perception, cognitol, an increasingly wide range of
other areas use various tasks that involve theeptagon of stimuli and recording of responses.
Scores are based on such measures as the freqpfersponses (e.g., number of words recalled,
number of stimuli correctly identified) and reactiobme (RT) or latency to perform the task.
There are several general purpose computer progems Micro-Experimental Language or
MEL) that help researchers to develop laboratorgsuees.

Although laboratory measures are generally obtaindaboratory studies, such measures
can be adapted to other settings (e.g., group tebte mental rotations task, for example,
involves deciding whether two or more stimuli dfetient orientations are identical. The task
has been used in a laboratory setting, but hasalso adapted to paper and pencil tests of
spatial ability and intelligence. Similarly, Kat%979) described a procedure for obtaining RT
data from groups of subjects performing cognitagks. Subjects perform a task (e.g., stating
whether sentences are true or false) as quickbpssible and are stopped after an appropriate
period of time. The number of items completechia allotted time provides an RT measure.
Although Katz describes the procedure in the cdraéglassroom demonstrations, the methods
would work for group research studies. Computatgs@mputer networks are also making it
increasingly easy to automate the administratidatedratory tasks to groups of subjects (e.g.,
naming latencies, decision RTs) and to incorpasatd measures into standardized testing
situations.

Observational measuresRkResearchers can observe directly the behaviarderest.

Such methods have been particularly important eeareh with children, nonhuman species,
and other subjects who might have difficulty pronglself-reports. Observational methods play

a central role in applied research and has beerciedly championed by behavioral
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psychologists (e.g., see the Journal of AppliedaBeir Analysis). Researchers interested in
behaviors in natural settings also make widespusacf observers. To be effective,
observational measures require steps to ensureategpjectivity, reliability, and validity (e.qg.,
clear definitions of the behaviors, systematiaireg and monitoring of observers).

Verbal reports or protocol measuresNumerous researchers have made use of written or
spoken dialogue as the basis for quantitative myoaical measures. The dialogue might be tape
recorded (e.g., tape of therapy sessions or afi@nilin a nursery school), written by the subject
(e.g., diaries), or be obtained from archive sasifeeg., essays, letters, speeches, books, ayticles
Content analysis methods are used to identify éagbify particular idea units (e.g., negative
self-statements, references to concrete eventd}hase idea units are used to produce scores
related to whatever underlying constructs are trest (Holsti, 1969). Truax and his
colleagues, for example, used tape recordingsepéfly sessions to test some of Carl Rogers's
hypotheses about empathy, concreteness of langalag@ther characteristics of effective
therapists (Truax, 1961). Verbal reports and tileasures play a central role in what are now
known collectively as qualitative research methods.

Cognitive researchers interested in problem souimnigking, and other complex
cognitive tasks also make extensive use of ventmbpols. Subjects talk aloud while they try to
solve some demanding task (e.g., puzzles sucheakatvers of Hanoi). Ericsson and Simon
(1984) have proposed a psychological model of tumitive processes that underlie the
production of such protocols. One important coastion is how accessible the sought-after
information is to consciousness. Researchers t@ssome that subjects have direct access to
all psychological mechanisms that underlie behaaat experience.

Content analysis has a long history in psycholegg.( Allport, 1942), and contemporary
use of the method is increasingly sophisticatedtaadry-driven. For example, computer
programs have been developed to perform some dantaiyses (e.g., the CHILDES program
examines children's language, and Simon has pragitaah analyze subject protocols from
problem-solving sessions).

Verbal reports and content analysis are supefffyoi@ry similar to introspection, an older

and discredited method. Important differences betwcontemporary use of verbal reports and



Measurement Ch.6 -7

earlier introspectionism are the use of naive subjm current research rather than theoretically
sophisticated subjects in the earlier literatung, an emphasis on the contents of consciousness
rather than having the introspectionist make infees about underlying processes or
mechanisms (e.g., imageless thought). Such caasioles help current researchers to avoid
some of the problems of introspectionism. Nonetbglthe negative history of introspectionism
(e.g., irreconcilable disagreements about whettmrghts were imageless or not) should teach
us to use caution in interpreting verbal reportsafty measure for that fact).

These examples of different kinds of measures dstrate that there will often be
multiple ways to measure the same construct. Wiegrpossible and practical, researchers
should use multiple measures in their studiesaatjme known as convergent operationism.
Researchers should also pay careful attentionetgulality of their measures because poor
measurement is a common problem in behavioral relsedeasurement quality can be assessed
in terms of the reliability and validity of the nmaes.

RELIABILITY

Any measurement procedure should provide relialftaination. Reliability refers to the
consistency of measurement across items, timeasratleservers, or some other dimension that
could add variability to scores. The essentialiaggion underlying traditional discussions of
reliability is that an observed score (y) represemfpart the individual's underlying true scorg (y
and in part random variation or error (e); thayis,y, + e. Sources of random variation include:
distractions and other random environmental infbgsn momentary variations in attention, and
idiosyncrasies in items (e.g., whether subjectelparticular familiarity with specific items,
perhaps because they were previously exposed e items). Researchers try to minimize these
sources of error variability in order to maximibe tcontribution of true scores to variability in
the observed scores.

A basic assumption of this model is that peopleafoatever entitity is being measured)
possess stable characteristics or traits thatgtexrsioss time and situations (i.e., the true sgpre
although distinctions between stable traits and ergary states have been made in several areas
(e.g., state vs. trait anxiety). | first consitlee reliability of numerical scores, which are

amenable to correlational analysis, and then exaswme special problems that arise with
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observational measures that are categorical imr@étug., presence or absence of specified
behaviors).
Measures of Reliability

The correlation coefficient measures the agreetetween two numerical scores and is
widely used in the examination of reliability. Rddility is assessed by obtaining two or more
measurements using the same instrument on a safmpai®jects and then determining the
correlation between the resulting scores. Reses@enerally seek reliabilities of .80 or better,
although a satisfactory value depends somewhabwriline two scores were obtained and on the
domain under investigation.

Stability across time.One fundamental aspect of reliability is stapiéitross time; do
subjects maintain their relative ranking on thdesgéhen tested on two separate occasions? This
type of reliability is measured by test-retestaiiiity coefficients. To measure the stability of
scores across time, the same test or equivalesibwnsrof a test are administered to the same
sample of subjects. The correlation between tleswis of scores provides an index of test-
retest reliability. In general, the longer thedimterval between testings, the lower the
correlation. However the effect of the time inedron scores will depend on the stability of the
underlying trait as well as on the measure itsklbod, for example, might be expected to
fluctuate from moment to moment, whereas more eng@aspects of personality should be (by
definition) more stable.

Split-half measures of internal consistencyseveral reliability indices measure the
consistency of responses to individual "items" desd. Although consistency depends
somewhat on momentary fluctuations in performamternal consistency measures of reliability
reflect primarily the homogeneity of the test; tlgtwhether the items on the test assess a single
underlying dimension or multiple dimensions. Indrconsistency is relevant not only to
reliability, but also to construct validity, as dissed later.

One measure of homogeneity is split-half reliajilib which a score based on odd-
numbered items is correlated with a score basez’en-numbered items (or some other division
of the items into two equivalent sets). Most statal packages permit researchers to generate

the scores necessary to determine split-half nétyabFor example, the SPSS COMPUTE
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command and various mathematical operators andidusccan be used to produce split-half
scores [e.g., COMPUTE odd = MEAN(r1 r3 r5 ...) @®KPUTE odd = r1+r3+r5...]. The
MEAN function can include an optional number (eMEAN.10, MEAN.21) to indicate how
many of the variables in parentheses must be nammigor the computed score to be valid. If
too few nonmissing variables occur, then the coegbstore is coded as missing.

Once calculated, odd and even scores are corralaied standard statistical methods.
The resulting correlation coefficient (e.g., .6@wever, does not reflect accurately the religbilit
of the entire test because the two scores beinglated are based on only half of the total
number of items on the test. In general, religbilicreases as the number of items on the scale
increases (Ghiselli, Campbell, & Zedek, 1981); leerice reliability for the full test is greater
than the reliability of the two halves.

The reliability of the entire test can be estimdtedn the correlation between the two
halves using the Spearman-Brown formula. The $paaBrown formula for split-half
reliability is 2xr /(1+r,,), where ¢, is the correlation between the odd and even hali/dse test.
For example, if the correlation between odd andhénadves of a test is .60, then the split-half
reliability for the entire test is 2x.60/(1+.60)1:20/1.60 = .75.

A more general form of the Spearman-Brown formslaxr/(1+(n-1)xr), where n is the
number of times that the test is lengthened ortshed. Substituting 2 for n gives the split-half
version of the formula (i.e., 2xr/(1+(2-1)r) = 2¢r#r)).

The general version of the Spearman-Brown formaftate used to estimate what the
reliability of a test would be if the measure wimegthened or shortened. If a test with 10 items
has an estimated reliability of .60, for exampert a comparable test of 40 items would have an
internal consistency reliability of 4x.60/(1+(4-168) = 2.40/2.80 = .86. The value for n is
obtained by dividing the length of the estimatestrimment by the length of the observed
instrument on which the r is based (i.e., 40/1Q.=lAcreasing the length of a test has its
strongest effects on measures with low initialatelity (see Figure 9.1 in Ghiselli et al., 1981, p
234) and is one of the most effective methodsrésgarchers can use to improve reliability.
Pilot testing of measures allows researchers teraéte whether or not additional items should

be added to improve reliability, and should be dewhenever possible with new measures.
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Cronbach's Alpha and internal consistencyAn alternative measure of internal
consistency is provided by Cronbach's coefficidpih@ Alpha is a common measure of
reliability in many areas of psychology and is #adale in many statistical packages, including
SPSS.

Box 1 shows the form of therg| |ABILITY VARIABLES = varlist
SPSS RELIABILITY command, [/SCALE(name) = vars] [/SCALE...]
_ . [/MODEL = {ALPHA** SPLIT(n)}]
which produces Cronbach's alpha [/STAT = DESC CORR SCALE ANOVA]
item-total correlations, and various [[SUMMARY = MEANS VARIANCE CORR
TOTAL ALL]

other indices of internal consistency- —

Box 1. SPSS Reliability Command.

Cronbach's alpha equals the average

of all possible split-half reliability coefficientSpearman-Brown corrected for the length of the
halves (Ghiselli et al., 1981, p. 258). Alpha bancalculated as: (n/(n-1)) x (13<) / &),

where n is the number of iten&s? is the sum of the variances for individual itemsqd $, is the
variance of the total scale (i.e., scores baseti®@sum of the individual items). The variance of
the total scores depends on the number of iterasstdndard deviations of the individual items,
and the intercorrelations among the individual ggsee Ghiselli et al, 1981, p. 158 for formula).
For tests with dichotomous items (e.g., right-wroyes-no), the Kuder-Richardson version of
this formula can be used.

In essence, alpha increases as the intercorrelatnamg the items increases, as the
number of equivalently related items increases,antihe variability of individual increases.
Researchers can therefore improve reliability lsyeasing the number of equivalent items on
their measures, creating items that discriminatié ameong people, and by strengthening
relations between items, for example, by rewordi@gs to ensure that they all tap a common
underlying construct.

The SPSS reliability command can also be usedttrothe correlations between each
of the items and a total score calculated withbat item (TOTAL keyword). The item-total
correlation provides an item-by-item measure ofrttatedness of each individual item to the

total scale and is very useful during the consibunodf a test or pre-testing of measures. Items
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RELIABILITY VAR = i1 TO i22 / SUMVARY ALL
# OF CASES = 32.0
ITEM MEANS MEAN MINIMUM MAXIMUM RANGE MAX/MIN VARIANCE
3.6506 2.1563 6.0625 3.9063 2.8116 1.2509
ITEM VARIANCES MEAN MINIMUM MAXIMUM RANGE MAX/MIN VARIANCE
9611 4264 1.4153 .9889 3.3191 .0994
INTER-ITEM
COVARIANCES MEAN MINIMUM MAXIMUM RANGE MAX/MIN VARIANCE
.0688 -.4556 .6573 1.1129 -1.4425 .0329
INTER-ITEM
CORRELATIONS MEAN MINIMUM MAXIMUM RANGE MAX/MIN VARIANCE
.0682 -.4417 5464 .9880 -1.2371 .0348
ITEM-TOTAL STATISTICS
SCALE SCALE CORRECTED
MEAN VARIANCE ITEM- SQUARED ALPHA
IF ITEM IFITEM  TOTAL MULTIPLE IF ITEM
DELETED DELETED CORRELATION CORRELATION DELETED
11 75.2813  51.5635 .0312 .5655 .6385
12 77.2500 51.1613 .0716 .7602 .6332
13 76.0938  50.2167 .2022 .7863 .6197
14 77.8125 54.6734 -.1968 .6210 .6576
15 77.1563  50.2651 1912 .8683 .6206
16 75.5313  49.7409 .1440 .7946 .6265
17 75.7500  46.5161 .3081 .9207 .6047
18 77.5938 53.4748 -.1009 4950 .6465
19 75.6563  48.0393 .3262 .6818 .6057
110 76.6563  50.5554 .2100 .8618 .6197
111 76.0000 49.2258 1734 .7490 .6230
112 77.5313  48.0635 2111 .7851 .6187
113 78.1563  50.8458 .0539 .6552 .6388
114 78.1250 43.9194 5411 .8324 .5730
115 76.1563  47.4264 4363 .8518 .5963
116 77.9688  48.6764 .1905 .8088 .6212
117 77.1250 48.3710 .2852 .8728 .6099
118 75.2500  46.2581 .3492 .8205 .5993
119 77.7813  45.9829 4123 .8602 .5922
h 120 75.9063  48.2812 .2458 .7360 .6138
121 77.5313  49.6119 .2606 .8390 .6144
122 74.2500  46.9032 .2831 7324 .6084
RELIABILITY COEFFICIENTS 22 ITEMS
ALPHA = .6292 STANDARDIZED ITEM ALPHA = .6169

(e.g., CORR Box 2. Coefficient Alpha Measure of Reliability.

rl TO r10 WIT

H total).

Box 2 shows an SPSS reliability analysis for aiprelary version of an impulsivity

measure developed for a class research proje@flyBB2 subjects responded on a 7-point

Likert scale to 22 items that had been proposezleasents of impulsivity. High ratings

indicated higher impulsivity for 11 items and loatings indicated higher impulsivity for the

remaining 11 items. Negative items were reversed core = 8 - rating) before being analyzed.

Alpha is reported at the bottom of the printoug tibserved value of .6292 is modest.

Examination of the item-total statistics indicatiest items 4 and 8 correlate negatively with the
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total score and that other items had low rs withttital. Perhaps these items do not belong on
the scale or need to be reworded.

Cronbach's alpha is based on the correlations athenigdividual items. It is possible to
get the entire correlation matrix printed out, thé matrix can be difficult to comprehend with
large numbers of items. In the example of Boxh2ré¢ would be 22 rows and 22 columns in the
correlation matrix, for a total of 231 individuarcelations. Instead, SPSS RELIABILITY
reports the mean correlation and the range of lediwas. The mean r in Box 2 is only .0682,
with a range from -.44 to +.55. It is the negatwel low correlations that produce the modest
value for alpha.

SPSS RELIABILITY also reports a standardized alp6a69 in Box 2. The
unstandardized alpha depends on the means andaesiaf individual items (RELIABILITY
reports averages and ranges for these statisggsjell as on their intercorrelation. The
standardized alpha shows how reliable the measouédvibe if all items were standardized
before being summed or averaged. When items vamatically in terms of means and
variances, standardized measures can be more ajppeagnd more reliable than unstandardized
measures.

Reliability and Between-measure Correlations

In addition to its importance for measurement pagso reliability plays an important role
in the interpretation of relations between varial{eg., between x and y). The strength of a
relation between two variables can be limited &yrediabilities of the individual measures. For
example, the maximum possible correlation betwagnvariables with reliabilities of .5 is .5,
and the maximum correlation between variables valiabilities of .6 and .4 is .49. Ghiselli et
al. (1981, p. 243) summarize maximum intercorrelaibetween variables with different
degrees of reliability.

A correction for attenuation is sometimes usedstoreate the correlation between true
scores from observed correlations between variatlissknown reliabilities. The formula is
Nyaue) = T/ SQRT(L,I,), Where g, and y, are the reliabilities for x and y, respectivefgiven a
correlation of .4 between measures with reliaeditof .4 and .5, = .4/SQRT(.4%.5) = .4/.45

= .89, a considerable improvement. The denominatitre maximum value for the correlation,
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so the correction divides the observed r by theimar possible r given the observed levels of
reliability. Caution should be used in interprgtorrelations that have been corrected for
attenuation.

One lesson from the relationship between relighdiid between-measure correlations is
that researchers should put considerable effartgatecting and developing reliable measures.
Using measures that have poor reliability makeery difficult or impossible to obtain
reasonable correlations between the variablestefast, even if the underlying relations are
consistent with theoretical expectations.

Measuring Reliability in Observational Studies

In the case of observation measures, reliabiligrseto the degree of agreement across
observers about the occurrence or strength oféehawor. Measuring reliability of
observational studies has been controversial arulisungly complex.

Interobserver agreementOne simple measure that was once used wideheis t
percentage of interobserver agreement. This ifrégeiency of agreements divided by the total
number of opportunities for an agreement. Acr@&dbservation intervals, for example,
observers one and two might agree on 5 occurresfdes behavior and on 85 non-occurrences.
The percent agreement is 100 x (5+85)/100 = 90%.

One serious limitation of % agreement is that thence % is highly sensitive to the
relative frequency with which different behaviors gudged to have occurred. That is, very high
% agreement scores can be obtained just by ch&itance varies between 100% and 50%,

making interpretation of observed agreement siedigtroblematic.

Box 3 illustrates the problem. In this

Observer 1
example, observers 1 and 2 have each judged 0 1
that the specified behavior occurred 90 times$ 0 1 9 10
. Observer 2
out of 100 opportunities. They agreed on 81 1 9 81 90
of the occurrences and 1 of the non- 10 90 100
occurrences for a % agreement of 82%. This % Agreement = 82%

seems to indicate a reliable measure. :
Box 3. Chance and interobserver agreement.

The problem is that this level of
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agreement is exactly what is expected by chanangiwe individual frequencies of occurrence.
The proportion agreement about occurrence by chiar@@100 x 90/100 = .81, which translates
into an expected frequency of .81 x 100 = 81, theeoved value. The proportion agreement
about non-occurrence by chance is 1/100 x 1/1@1 ~which gives an expected frequency of
.01 x 100 = 1, the observed value. Note that theagsds of agreement occur by chance, meaning
that this amount of agreement would occur if the tlservers acted completely independently
of one another (i.e., zero consistency).

To demonstrate this issue for yourself, toss twag@00 times and record the outcomes
for coin 1 (e.g., a nickel) and coin 2 (e.g., ampgn Record Tail or Head for each coin, perhaps
using a table as in Box 3. After 100 trials, cotlm& number of agreements (# HH + # TT) and
calculate percent agreement (# agreements/100at Y will observe, with varying degrees of
random deviation, is that each coin produced apprately 50 heads and 50 tails, and that there
was approximately 50% agreement in the outcomdéseatiwo coins just by chance (25% for
heads and 25% for tails). Repeating this exemidetwo die and recording whether a 7
occurred or not would produce approximately 17 o@nces (1/6 x 100 = 16.666) and 83 non-
occurrences (5/6 x 100 = 83.333) for each die. nChagreement between the two die would
now be 72%, approximately 3 matches for occurre(tsx 1/6 x 100 = 2.777) and 69 matches
for non-occurrences (5/6 x 5/6 x 100 = 69.400).

Hopkins and Hermann (1977, p. 124) plot chanceesgeat as a function of the percent
of intervals in which behavior is recorded. Geflgréhe more extreme the response proportions
the greater the level of chance agreement. Saln#as about interpreting high levels of
agreement as indicating respectable reliabilit@ther measures must be used, especially when
chance agreements are high, and it is often peswldalculate these statistics even when the
researchers do not provide them.

Other measures of observer reliabilitylo compensate for chance, researchers have used
various statistics that include an adjustment fance. There are in fact numerous statistical
measures of relations between such categoricallas as occurrence-nonoccurrence. Two

commonly used measures are the Phi coefficienCanirebn's Kappa (Hartmann, 1977).
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Box 4 illustrates the calculation of

Obs 1
the Phi coefficient (Greek), a form of Obs 2 0 1
0 35 5 40
correlation coefficient. The numerator of 1 35 25 60
the equation in Box 4 is the difference 70 30 100

between the proportion agreements as to [ % Agreement = 60%
the occurrence of the behavior (25/100 = (.25-.3%.6)

_ Phi = ----eeeemmeeee- =.3118
.25) and the proportion agreements SQRT(.3%.7x.6x.4)

expected by chance (30/100 x 60/100 =

Box 4. Calculation of Phi Coefficient.
.18). The denominator is the square root of

the product of all the marginal proportions (70/180/100, 40/100, and 60/100).

Although calculated in an unusual

Observer n CP
manner, the Phi coefficient is equivalent to g 1 2

0 0 35 -.3%-.6
standard correlation coefficient between two 0 1 35 -.3%x+.4

1 0 5 +.7%-.6
dichotomous variables. That is, Phi equals 1 1 25 +.7%x+.4

the correlation (r) between the two sets of 09 M o=3 M =6
and 1s, where 0 indicates judged non- SS 5=21SS =24 SCP=7

occurrence and 1 indicates occurrence of th¢ r=7/SQR(21x24) =.3118 = )

behavior, and each column represents one 'ox 5 Phi Calculated as r.
the observers. Phi calculated in this manner
is shown in Box 5.

The value of .31 for the phi coefficient is muckvér than the percentage agreement
measure, suggesting that much of the latter wasaddeance agreement. Calculation of Kappa
would show a similar attenuation. The statistgghificance of Phi and Kappa can be
determined by appropriate inferential statistiag, fignificant effects are a minimal standard
with respect to reliability. Generally, values #appa of .4 to .6 might be considered fair
reliabilities, values of .60 to .75 moderate, aatlies over .75 excellent (Fleiss, 1981).

As with other measures of reliability, modern statal packages provide commands to
calculate various measures of relationship forgmieal data. In SPSS, the statistical procedure

CROSSTABS can be used to perform reliability aredyf®r categorical data. CROSSTABS can
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produce Phi, Kappa, and numerous other statisircagreement between categorical variables.
Such methods for determining the reliability of eb&rs and the preceding discussion are also
relevant to other studies with dichotomous varislfie., variables with only two levels, such as
Yes-No, Right-Wrong).

Factors affecting observer reliability Factors that contribute to unreliable observation
include: periodic lapses of attention, temporancking of the observer's field of view,
occasional inclusive or exclusive coding errorsgl Etk of agreement on criterion for responses.
Many of these and other problems can be handlegppsopriate training and administration of
observational measures (e.g., avoiding excessioply observation periods, ensuring adequate
viewing conditions).

Kazdin (1977) has identified several additionatdas that influence the reliability of
observations. Reactivity of reliability assessnteag been observed in several studies; that is,
reliability estimates are higher when observersiktitat their reliability is being measured than
when it is not known. Unobtrusive reliability ctksoor checks based on randomly selected
videotapes of behavior can help to optimize theiazy of observations. However, these
techniques are not always feasible in appliedrggttor may be prohibitively expensive or time-
consuming.

Bias due to observer drift can also influence bdliy, either positively or negatively.

Drift occurs when behaviors are "redefined" actbsstime-course of the study. Scoring tapes in
random order and bringing in new observers perthésassessment and control of drift.

A third factor affecting reliability is the complix of the behavior and the observational
coding scheme, with more complex systems gendealying to lower reliability. Complexity
might also contribute to reactivity effects inasimas observers use fewer codes when they think
reliability is being checked. One factor that doesappear to affect reliability is observer
expectancies about the behavior being observedssisicores consistent with the expectancies
are explicitly reinforced by those monitoring tHeservers.

Knowledge of observers about the person assessiability is also problematic and can
inflate reliabilities (Kent et al., 1977). Appatbnidiosyncratic characteristics of the assessor

can be developed during the training of observedsthese characteristics serve to increase
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reliability.
Published vs. Study-Specific Reliability

Researchers must examine whether past evidencelibility is sufficient for their
purposes or whether additional evidence shouldalfeeged on reliability, either prior to or as
part of the planned study. Careful consideratiooutd be given to the question of whether
published reliabilities can confidently be generadi to the present study. In general, well-
established standardized tests and other measuremoments have demonstrated adequate
reliability in previous studies and will not reqelidirect new evidence for reliability.
Generalizations from previous research might bestipgable, however, for studies that involve
radically different populations, unusual testingi@dtions, or other special factors relevant to
reliability.

The story is quite different, however, for obseiwadl measures. Even when procedures
are well-established, observers play such a cemti@in measurement that reliability should
normally be assessed in each study and shouldenmased solely on prior studies with the same
instruments, as is common in the psychometric dom@bservers generally change from study
to study and can have a profound influence on #tera of the measures obtained, including
their reliability.

Reliability is a minimal condition for measuringrhan behavior. Unless there is reliable
measurement, researchers have little evidenceéhatre obtaining evidence with respect to the
constructs of interest. But reliability alone @t sufficient to conclude that the measures being
used are of high quality. High degrees of religpdre of little benefit if the measures are
assessing some construct other than that of intekésasures must be valid as well as reliable.

VALIDITY

Validity refers to the extent to which measurementty reflect the underlying construct
of interest; that is, does the test or measurepracedure actually measure what it was designed
to measure? Traditionally validity has been asskssseveral different ways, although there is
increasing appreciation that alternative methodsraimately related to one another.

Kinds of Validity

Measures of validity can be roughly classified itiicee types: content validity, criterion
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validity, and construct validity. All measures\@iidity involve agreement between alternative
judgments about the construct. Agreement is aftflacted as a correlation coefficient; when it
is, correlations of .50 are thought to reflect adegq levels of validity.

Content validity. Content or face validity refers to the apparetgwance of the material
included in the test. A measure of impulsivity;, é&xample, could be validated by seeing if the
items directly implicate impulsive behavior (elgdo things without thinking.). Sometimes
judgments about content validity are relativelagthtforward (e.g., a spelling item would be
irrelevant on a test of mathematical knowledge), dtwther times judgments are complicated by
uncertainty about the nature of the underlying troigs or constructs being measured. Content
validity is important in the early stages of deyeahy a test when researchers are trying to
generate items that they think will reflect the stoact of interest.

Content validity has also been an important comatdm in the issue of cultural biases in
testing. Intelligence tests that ask about "busmed "subways," for example, are inappropriate
for use with children in remote regions (e.g., trahiildren), or at least they were inappropriate
prior to the availability of television. Along silar lines, several items on the widely-used
Weschler tests of intelligence have been modiftedite with Canadian subjects.

Criterion validity. Criterion validity is determined by correlatingpses on the new
measure with scores for the same people from alraecepted measures of the construct (i.e.,
measures that are accepted as valid). Criteribdityafor a new test of impulsivity could be
determined by correlating impulsivity scores widifsatings, ratings by peers or others familiar
with the subjects, or performance on the Matchiagifiar Figures Task, one widely-used
measure of impulsivity.

When performance on the criterion task is obtamedh later than the target measure,
the term predictive validity is sometimes used. ekample of predictive criterion validity would
be correlating aptitude test scores obtained astdme of grade six with final grades in grade six.
When performance on the criterion task and the measure are obtained at the same time, then
the term concurrent validity can be used. Corirgggcores on two tests of anxiety that were
administered at the same time illustrates conctiméterion validity.

Construct validity. Construct validity is a sophisticated view ofidal that subsumes
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other types of validity (Messick, 1981). To detare construct validity, researchers examine
whether test scores can be linked to measuredef obnstructs in ways that are consistent with
the theoretical network on which the target cortdtisibased. Scores on a measure of
impulsivity, for example, should correlate with ethvariables (e.g., frontal lobe injuries) in
accordance with the theory of impulsivity used évelop the measure. These theoretical
relations include differences in anxiety betweestg@xisting groups as well as variation in
anxiety as a function of experience or controllgdagions (i.e., experiments).

Construct validity is confirmed when a measureaaites as expected with theoretically
related measures (i.e., convergent validity) andmihfails to correlate with theoretically
unrelated measures (i.e., discriminant validitgpnvergent validity is related to the notion of
internal consistency, except that different measare correlated, rather than items within a
measure. To illustrate discriminant validity, ayotive ability measure, such as multiplication
skill, should not correlate highly with measuresiofelated, emotional traits (e.g., depression).

Contemporary views of validity recognize that const validity subsumes other types of
validity and some aspects of reliability. Constrnalidity implicates internal consistency
measures of reliability because inter-item correfest and related statistics (e.g., split-half
correlations or alpha) provide evidence about theceptual homogeneity of the items (i.e.,
convergent validity). High intercorrelations amategns indicate a relatively pure measure of
some construct.

The current emphasis on construct validity als® plaory development at the heart of
measurement (as do other developments in testat@th discussed later). Researchers must
develop their constructs and theories at leastagbint that meaningful evaluation of measures
can be made. Unless a well-defined constructusi@d firmly in a theoretical network of other
constructs, it is difficult to evaluate construalidity. That is, measures of a construct X cannot
be validated without knowing how X is related thetarally to Y, Z, and a host of other
variables. One useful tool in construct validati®factor analysis. This statistical method
identifies the number of “factors” (i.e., constjcthat underlie correlations among some set of
measurements (e.g., individual responses to aiquasire). In the area of intelligence testing,

for example, some analyses suggest two overlagpotgrs (a verbal factor and a performance
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or nonverbal factor). For a brief introductionRactor Analysis, see the Appendix.
Threats to Validity

Numerous factors can compromise the validity othsjogical measures. In essence,
validity is reduced by any variable that is irredavto the construct supposedly being measured
and yet affects the scores of subjects. For fudisgussion of the following factors, as well as
other issues related to validity, see Cook and Qehf1979).

Inadequate preoperational explication of construct®©ne of the most important and all-
too-often neglected aspects of validity is theahirticulation of the constructs to be studied.
Pay careful attention to what constructs you wamhéasure, defining each as fully as possible.
Development or selection of the actual measuresldho® done in a way that will maximize the
fit between the theoretical constructs being exachiand the actual measures used in the
research.

Limited implementation of constructsResearchers too often limit themselves to a
single measure of the target constructs. Singkesomes make it impossible to determine the
validity of the measures in this particular studg éeave the variables unnecessarily exposed to
contaminating variables. Multiple operationism me¢hat researchers identify and implement
multiple measures for their constructs, enabliregthboth to minimize threats to validity that can
affect single measures, and to actually validate theasures in the current study.

Response biasesSubjects often respond on the basis of genesakbior response
tendencies, rather than the construct of interéstll the items on a test require a "Yes"
response, for example, then people who tend teeagare than others will obtain somewhat
higher scores than people who tend to agree lesspective of the trait actually being measured.
This response bias can be minimized by having bagines result from agreement for half the
items and from disagreement for the other half.

Other responses biases may be less easy to elnunatduce. Social desirability refers
to the tendency to endorse items in a sociallyrdbkg way, perhaps to present a positive image
of yourself (rather than the true image of inteteghe researcher). One strategy test-developers
use to deal with social desirability is to meadwéh the trait of interest and social desirability,

and eliminate items that correlate more highly vdésirability than with the target construct.
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Reactivity. Reactivity refers to the effect of measurementhentrait being measured and
was mentioned earlier in the context of observatiomeasures. That is, subjects might behave
differently because they are being observed or utedghan when they are not being assessed.
Reactivity depends on the conspicuousness of therebr, personal characteristics of subjects
and observers, and the rationale provided for bseving. Reactivity is particularly
problematic when the behavior being measured isiyhgensitive (e.g., parent-child interactions,
value-laden beliefs). When an observer is uséehghy familiarization period can reduce the
effect of observation on the behavior.

One solution to the problem of reactivity is to memreactive or unobtrusive measures,
which are measures that cannot be influenced bgnteesuring procedure. Archival or historical
records constitute one illustration of nonreactiveasures. School records, for example, were
created in the past and will not change when thearehers score them for some measure (e.qg.,
references to aggressive behavior). Webb, Cam@batwartz, Sechrest, and Grove (1981)
describe many examples of nonreactive measurdading a number of very creative
approaches to the measurement of behavior. Soteat@ unobtrusive measures, however, my
be inappropriate for ethical reasons.

Misremembering. Memory distortions can invalidate measures okthioy retrospective
reports. Robbins (1963) examined the accuracymdmngal reports of the nature and timing of
various landmark events during infancy (e.g., dgklavalked alone, whether the infant sucked
thumb). Accuracy could be determined becausedhenps who provided the reports had
participated in a longitudinal diary study durimg tperiod of the events queried for the
retrospective reports.

Parents were questioned when their children wepeoapmnately three years old.

Mothers and fathers were questioned separateheaame time. Interviewers were
counterbalanced across parents; that is, eacle @ivih interviewers interviewed half mothers
and half fathers.

Retrospective reports were compared to the edaliley records. Accurate reports were
those that agreed for such qualitative dimensigrsuaking thumb and those that were within

one month, half a pound, or half an inch for quatitie dimensions. Most of the quantitative
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dimensions were time-based; hence accuracy wasailgreeretrospective report that was within

one month of the the diary data.

Figure 1 shows the percentage of Percent Accurate
0 40 o @ 1
mothers and fathers who were accurate on the  Breastorgote == ]
eepgtugkm'ﬁ:r ‘ ; =
5 qualitative dimensions and the 13 Sehectie Sk Thur %: “
quantitative dimensions according to these F%Tﬁe%gr? — “ =
irstInjecion VML

criteria. Stood Aore :%:
oS o reed

Although there were a few areas in ol A ] potter
Bottle Stopped | [ ] Father

. . ed
which high percentages of parents were Ceron St
Length Breast Feed
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accurate (e.g., whether their babies were

breast or bottle fed, length of breast feeding)Figure 1. Accuracy of Parent Reports
many more of the questions were answered (Robbins, 1963)

inaccurately on the retrospective reports. OnB628¥ the parents remembered to within one
month the time that bowel training began. Freugisychologists should probably be cautious
about testing their theories against parental tepat least if accuracy of reporting is an
important consideration.

These findings and related studies indicate thetspective reports must be examined
very carefully for accuracy. It is imprudent tesasie that even highly educated and motivated
individuals can accurately remember informatiomfreven a few years back. Similar
precautions hold when asking individuals to reea#nts in their own lives. Various cognitive
and emotional factors can produce serious distwstio the data. However, there may also be
ways of reducing such distortions. Loftus, Klingeémith, and Fiedler (1990), for example,
found that repeating questions with different refee periods improved memory for medical
procedures, which could be verified against medeabrds.

Future Developments in Validity

This chapter has described some basic and traditespects of measurement, primarily
drawn from the areas of assessment and statigticezasingly, however, measurement is being
studied and modelled by researchers in variousavba are interested in the psychological

mechanisms that underlie measurement. These cbsesbring the theories and processes of
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cognitive psychology, social psychology, and offisciplines to bear on the question of how
subjects behave in testing. These perspectivebasige the development of theoretical models
for the performance of different tasks and addva dienension to traditional views of validity.

Cognitive models.Cognitive psychologists typically study the mémecesses that
underlie performance on memory, linguistic, anceotlasks. But these are the same processes
that subjects use to perform any psychological, taskuding completing a questionnaire,
making judgments about others or themselves, dmnel obeasurement procedures. It has been
proposed that cognitive analysis can shed lighhany aspects of test performance, perhaps
especially on intellectual tests (e.g., Sternb#881). The basic idea is that understanding the
mechanisms that underlie task performance will siggdl on the psychological differences
between high and low scorers. To illustrate, sttbjenight do poorly on a picture-naming test,
not because of vocabulary or other linguistic diffties, but because they are unable to suppress
interfering responses to test items. Similar fexctoay determine the difficulty of items on
picture-naming tests (Johnson & Clark, 1988).

Elizabeth Loftus and her colleagues (Loftus, Fieghb& Tanur, 1985) have also
demonstrated how cognitive psychology can imprawvgeyy measurement methods. For
example, using concrete landmarks (e.g., eruptidtoHelen's, New Year's) reduces the
incidence of reporting events as occurring moremtyg than they did (i.e., "forward
telescoping;" Loftus & Marburger, 1983). Much bétlaboratory and natural work that Loftus
has done on the permanence and malleability of humamory is relevant to many

psychological measurement procedures.



Other
cognitive work along
these lines has
resulted in the
development of
guidelines for eye-
witness, clinical, and
research interviews.
One such method is
the Cognitive
Interview (Moody et
al, 1998), which
addresses interview
implications of five

aspects of memory
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Context Recreation: Recall enhanced by recreatiagtestimuli
(physical and psychological). Ask intervieweehlimk back to
original event, recalling physical (time of day, nkspace, etc.)
as well as emotional (rushed, bored, etc.) surrimgsd

Focused Concentration: Distractions deteriorate angmetrieval
process. Interviewee may close eyes to minimizegatisons;
interviewer avoids interrupting or other intrusidnssessions.

Extensive Retrieval: Recall increased by increasimgber of retrieval
attempts. Interviewer does not let interviewee stid@r cursory
search of memory, but encourages multiple attempts.

Varied Retrieval: Recall may be activated by défgrprobes. Events
are commonly recalled in chronological order, fram
egocentric perspective. Ask for recall of detailsaverse order,
or starting from middle and working to either eAdking
interviewee to recall event from perspective ofdiparty
witnessing event may elicit additional details poegly
unrecalled.

Multiple Representations: Events may be storedracalled in multiple
forms. Have interviewee recall details considenedswal,
humorous, etc. (i.e., those that share a themeimsk/iewee to
use multiple senses (sounds, tactile represensato.) when
attempting to recall.

performance (see BoBox 6. Cognitive Interview Techniques.

6). Note that some of these techniques remainr@estsial (i.e., may implant false memories).

Social information processing A number of other factors that influence the hessof

surveys have been conceptualized as
involving social information processing.
Schwarz (1994) provides several
illustrations of how social and cognitive
principles can help us to understand the
results of surveys and other
psychological measures.

The example in Figure 2 show

Schwartz (AdvEXpSocPsy, 1994)

-5t0 +5 Scale

104 0to 10 Scale

that subjects are more likely to use the O e T 3 33 41 5o &1 72 83 94 105

full range of an 11-point scale if the sca

goes from 0 to 10 than if the scale goebigure 2. Effect of Bipolar versus Unipolar Response

Reported Success (Not at all to Extrermely)

e

Scales.
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from -5 to +5, even though the number of alterrestiavailable are exactly the same. Subjects
avoid the negative numbers, perhaps because they amegative conceptualization of the
underlying continuum. That is, O to 10 might sugjdess to more happy, without implicating
sadness, whereas -5 to +5 may prime subjectsdmpnet the choice as being between sadness
and happiness. These are clearly different pspgl choices.

A second example from

Schwarz concerns the frequency
range of the alternatives offered. 100 . ( PSocPsy, 1999
Subjects given numerous low ]
frequency alternatives (up to %, %2 to
1, 1to 1%, 1% to 2, 2 to 2%, more 0
High Frequency
than 2Y%) reported fewer hours of 40 |
watching television than subjects .
given high frequency alternatives (up Low Frequency
to 2%, 2% 10 3, 310 3%, 3% 104, 4to  °  po2uzrous ~2 U2 Hous
Reported Daily TV Consumption
4%, More than 4%2). As shown in

Figure 3, the proportion of people Figure 3. Effect of Range of Alternatives on Responding.

reporting that they watch more than 2% hours @vision per day differs markedly for the two
ranges of alternatives. Schwarz suggested thag¢sislpbtain social comparison information
from their location along the scale and use thisrmation in making judgments.
DEVELOPING PSYCHOLOGICAL MEASURES

Researchers generally have two options when sedecteasures for a study. They can
either find an existing measure that suits therppses or develop a new measure that
demonstrates adequate reliability and validitydescribed in preceding sections of this chapter.

Despite the multitude of measures that are ava)abany researchers conclude that they
must develop their own measure because the psycdhommperties of available instruments are
inadequate, the test is not available, or the ¢timstruct has not been operationalized in a way
consistent with the to-be-tested theory. Althotigte-consuming, developing new

psychological measures can increase the fit betteetheoretical constructs and the measures.
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Several psychologists have described models fodeglopment that incorporate many
of the psychometric properties discussed in thégpptdr. Following these models will minimize
problems with the resulting measures.

Douglas Jackson, who has developed many persgnaiitgtional, and ability scales, has
described a procedure that he calls rational tasdtcuction. Some core features of the
procedure are: conceptualization of the constiuet @efinition), generating potential items,
administering the test to subjects, evaluatingytinedity of the current version of the test (intdrna
consistency, discriminant validity, bias), revisihg test (keeping good items and revising or
replacing poor items), and repeating the admiristia evaluation - revision steps until the test
is of adequate quality. Broughton (1984) descrébpsototype strategy for the construction of
personality scales.

Even if one decides to develop a new measure,utdvMee important to review existing
measures during the development process. An effestarch might even uncover a suitable
test, which could save valuable resources.

FINDING EXISTING PSYCHOLOGICAL MEASURES

Finding an appropriate measure involves genegrahlitire search techniques similar to
those reviewed in earlier Chapters. In additiberé are many specific sources of information
about existing measures in psychology, both int@nd in computer databases.

Literature Related to Testing

The importance of tests and measures in psychabgsearch has led to the
development of a number of valuable resources.

Test reviews.Excellent sources for measurement proceduresimyrareas of
investigation are the Buros Mental Measurement iyaaks and Tests in Print (Buros, various
years; Mitchell, 1983). These resources desceasis tprovide critical reviews, and list research
studies that have used the instruments.

Similar resources to Buros include: Chun, Cobb, Emahch's (1975) description of 3,000
original psychological measures and their applicetj Grommon, Braddock, and others (1976)
review of selected published tests in English; HainBrown, and Bryant's (1992) consumer

guide to tests in print; and Sweetland and Key$&891) comprehensive reference for
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assessments in psychology, education, and busikigmer (1988) provides a cumulative index
to psychological tests in microfiche form.

Miller's (1991) handbook of research design anagasoteasurement provides substantial
information about various aspects of measuremeatt 6 summarizes briefly selected
sociometric scales, including a number relevampsgchology (e.g., personality tests). Section
6.L.5 describes several compilations of scale smustich as Lake et al. and the Buros volumes.

Testing books.General books on testing provide additional sesiaf information about
psychological measures (e.g., Anastasi, 1988adtition to discussing reliability, validity, and
other measurement topics, such books often inawdeviews of illustrative tests and measures.
Other books cover assessment in particular domsireh, as neuropsychology (Berg, Franzen, &
Wedding, 1994) or education (Salvia & Ysseldyke88)9

Testing journals. A

Applied Psychological Measurement

Behavior Research Methods, Instrumentation, and
educational journals specifically Computers

Behavioral Assessment

British Journal of Mathematics and Statistical
including those listed in Box 6. In Psychology

Educational Measurement: Issues and Practice
Educational and Psychological Measurement
particular areas will often include | Journal of Applied Psychology

Journal of Behavioral Assessment

Journal of Educational Measurement

The journal Intelligence and such | Journal of Personality Assessment

Journal of Psychoeducational Assessment
Measurement and Evaluation in Guidance
Brain and Cognition and Multivariate Behavioral Research
Psychological Assessment

Psychological Bulletin

include numerous articles that degl Psychometrika

number of psychological and

address assessment issues,

addition, specialized journals in

relevant measurement instruments.

neuropsychological journals as

Neuropsychology, for example,

with assessment in the respective g, 7 ~a ssessment-Related Journals.
domains.

Perhaps the most general of these journals is BahResearch Methods, Instruments,
and Computers. This journal publishes articleigipally on research methods and the articles

often concern measurement issues.
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General Guides to searching for testReed and Baxter (1983, 1992) devote several
sections of their handbook for library use in pgjoly to finding out information about tests
and other assessment procedures. Many univeitsisyies also have prepared handouts on the
topic of psychological assessment.

As well as the general resources discussed haeanehers gradually acquire a repertoire
of standard measurement procedures used in tlegir &uch knowledge is part of becoming an
expert in the area. Novices would do well to foonghe identification of the central constructs
in their new area and the primary methods usedeasore those constructs.

Computer Resources Related to Testing

In addition to examining relevant books, researsimreasingly use computers to search
for relevant measures. The following brief desamip of these researchers may help students to
get started with some of these resources. A nuoitt@e following links can be found at
www.uwinnipeg.ca/~clarky following the Research Tools link.

APA Website The website of the American Psychological Assama(APA) is a good

place to start. A section devoted to Tests andshMies can be found at the following location:

www.apa.org/science/testing.htmlThis site includes introductions to many of thiékowing

resources, as well as many others, and provideb meful material on ethical codes for use of
tests. To find information on particular testseck out the following link, which appears on
APA’s main testing page: FAQ: Finding Informatiob@ut Psychological Tests.

Some Other Useful Sites (PerhapsQne important source in testing historically has
been the Buros Institute of Mental Measuresitigt//www.unl.edu/buros/This site provided an
index to reviews of different tests and other usefiormation. The Institute publishes the
Mental Measurements Yearbook, in its"Egslition as of 2005. ERIC is the primary
bibliographic source in education, and includesdidrinclude) much information on
psychological tests. ERIC can be accesseltigt//ericae.net/.To find material specific to
testing, choose Advance Search and limit to TegtsQonnaires. Because of recent changes in
these sites, some links and information may nodoihg available, or may require some
exploration before you find the relevant sitesr liks to these and other sites, see

www.uwinnipeg.ca/~clark/research/meas.html.
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PsycINFQ. PsycINFO is the main bibliographic resourcesgghology. There are
several helpful aspects of PsycINFO that facilissarching for tests and measures in
psychology. One of the Indexes available in Psi#INs a Tests and Measures index. Select
this Index and then Browse for tests relevant waryesearch question. Select the tests of
interest, add them to the Search field with an ‘@pérator, and then search for references in
PsycINFO.

A second approach is to use the ClassificationipnBeowse for Tests/Testing, and then
add the “Tests & Testing” classification code te Bearch field. “And” this to the most
appropriate content words for your search fromTthesaurus. The relevant Classification Code
can be used to limit the results of your searcérticles related to measurement.

Searches limited by some classification (e.g.,&stesting) can also be conducted
using the Advanced Search option. In one fielditlthe search to the relevant domain and in
another field specify concepts to be searched for.

Search engines Finally, do not overlook the use of the powedearch engines that are

now available on the internet, including Googlevatw.google.ca.Entering phrases like
“psychological tests” will identify numerous genlesdes on testing. Entering such phrases
along with content descriptors may provide somesgto relevant measures.
Getting the Test

Once one or more measures have been selectedcressanust locate an actual copy of
the test. Some psychological measures are putllisheurnal articles and can be used freely for
research purposes. In the case of commercial tesigever, researchers must contact the test
publisher or author. Some tests require specdiaing before they can be used and will not be
sold except to qualified people (Standards, 198&)other source of tests may be the test library
in your Psychology department. Ask for a list eaigable tests and the procedures for using

specific measures.
CONCLUSIONS
Measurement is fundamental to good research anliijgtsated here, more complex than
it might appear. Weak, irrelevant, or ambiguousisaees compromise any findings based on

those measures. Although some useful guidelines been presented, researchers should not
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blindly follow some "cookbook" view of measuremetoor measures of the right construct are

far more desirable than technically good measuiréseonrong construct.
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APPENDIX: MEASUREMENT AND FACTOR ANALYSIS

As psychological theories and practices becomeasingly sophisticated, researchers are
faced with studies that involve multiple variablssme of which may measure related constructs
(e.g., different measures of prejudice). It caubeful to reduce the multiple variables to fewer
factors. For example, several measures of aloiight be so highly correlated that they can be
combined and treated as a single factor instebeiofy analyzed separately. The combined factor
scores can be used as independent or dependaatilgarin subsequent analyses. One technique
that achieves this kind of reduction is factor geigl An SPSS program was used to generate 9
scores for each of 50 cases, such that variablés x3 were correlated with one another; variables
y1 to y3 were correlated with one another; andaldeis z1 to z3 were correlated with one another.

Correlations between the three clusters were @ie@lonly at chance levels.

The correlations among tH&ACTOR VAR = x1 TO z3 /PRI NT = DEFAULT CORR
9 variables are shown in Box 7. X1 X2 X3 YL Y2 Y3 71 22
The correlations between variablpgy, 22
within each cluster tend to be X3 .23 .29
positive and somewhat higher thay _ 24 02 -05
correlations between clusters. [yo g7 11-17 33
Even when we know whatly3 g7 13 o7 20 47
pattern to look for, however, finding _15_11 06-20-09-.11
clusters of related variables can b, 1455 _0g-14-10-.16 39
difficult. The SPSS Factor
command in Box 7, which produd@ek 8. Correlation Matrix.

the correlation matrix, requests SPSS to perfofatir analysis on the variables. This is the

simplest form of the FACTOR command and lets SPSSthe default values for the various steps inwblve
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Box 8 shows the | VARIMAX ROTATION 1 FOR EXTRACTION 1 IN ANALYSIS 1 -
_ KAISER NORMALIZATION. VARIMAX CONVERGED IN 5
final result of the factor |ITERATIONS.

analysis. SPSS Factor | ROTATED FACTOR MATRIX:

decided on statistical FACTOR1 FACTOR2 FACTOR 3
X1 -14227  -.11192 . 64904
grounds that three factofxz 08743  .22237 . 68713
.| X3 .00129  -.08630 . 71505
were needed to "explain|’y; -.17149 60917  -.29790
, . |y2 -.01607 .83195  .00616
the correlation matrix in Y3 - 09848 75489 16232
. 1z1 .79582 -.06966  .03707
Box 7. The numbers in | 75 173984  -12496  -.17264

loadings; factor loadingsgox 9. Rotated Factor Matrix.
are essentially correlations between each measdrareaginary new scores called factors. That is,

the loading of .24082 for x1 on factor 1 is a clatien between x1 scores and factor 1 scores @ike
sub-scale score).

The factor loadings in Box 8 reveal a systematitepa, and indeed correspond very closely
to the pattern we would expect given what we knbaud how the data were generated. Factor 1
has high loadings on the z variables, factor 2hgts loadings on the y variable, and factor 3 has
high loadings on the x variable. Factor analysas able to "find" this pattern of loadings from the
correlation matrix among the 9 scores and coulthdesame for any number of variables.

The interpretation of a factor analysis involvescmaonceptual work, both before
collecting the data (e.g., deciding what varialttesieasure and in what ways) and during and
following the analysis. Researchers can examiadattor loadings and attempt to label the factors
in a meaningful way based on their knowledge ofitickevidual scales making up the factor. In our
example, Factor 1 might be called Factor Z, FaZtaight be called Factor Y, and Factor 3 might

be called Factor X.



